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ABSTRACT
Personalization of media services is gaining more andmore traction,
e.g., through the rise of personalization driven by recommender
systems across media outlets. At the same time, we see a general
rise in distrust and skepticism around the collection and processing
of personal data, spurred by policy changes such as the introduc-
tion of the GDPR, data breach incidents, and the rise of privacy
concerns in general. We feel it is of central importance to be trans-
parent about the information we collect, and the ways we use it.
In this position paper we motivate the importance of enabling
transparency through explaining our recommender system. More
specifically, we aim to explain the inferred user profiles that are cen-
tral to content-based recommender systems. We describe how user
profile explanations can contribute to, or enable different aspects of
our recommender system; transparency to help users better under-
stand the inner workings of the recommender system, scrutability
to allow users to provide explicit feedback on the internally con-
structed user profiles, and self-actualization to support users in
understanding and exploring their personal preferences. Finally, we
believe that user profile explanations can find novel and interesting
explanations as an end in itself.
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1 INTRODUCTION
Personalized experiences powered by recommender systems have,
after years of being a mostly academic endeavor, finally permeated
our daily lives. Whether it is through personalized recommenda-
tions in web-shops (e.g., Amazon), personalized media consumption
(e.g., Spotify, Netflix), search engines (e.g., Google), or virtual assis-
tants (e.g., Apple’s Siri, Microsoft’s Cortana).

However, driven by data breach incidents and ad-driven business
models, at the same time we’re seeing a rise in distrust and skep-
ticism around the collection of personal data—a requirement for
recommender systems. In addition, the EU’s GDPR has generated
an increased interest in aspects of explainability and transparency
of black-box machine learning algorithms and models.

The FD Mediagroep (FDMG1) is the primary source of finan-
cial economic news in the Netherlands, through “Het Financieele
Dagblad” (FD) a daily financial newspaper (similar in nature to
1http://www.fdmediagroup.com
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The Financial Times), and the only commercial news radio station
in the Netherlands (“BNR Nieuwsradio“). Serving a wide variety
of users with different backgrounds, interests, and contexts, we
believe that serving our digital media (text and audio) in a person-
alized manner can be beneficial. In the light of this, we are working
on two Google DNI2-funded projects that involve (a) enabling a
novel non-linear radio experience at BNR, through automatically
generating personalized playlists that match our listener’s interests
(SMART Radio), and (b) personalized summaries of articles to better
match the preferences, interests, and profiles of our users (SMART
Journalism) [10].

2 EXPLAINING RECOMMENDATIONS
Personalization requires the collection of users’ consumption behav-
ior (e.g., reading or listening behavior), to estimate preferences and
interests, and better serve users more relevant content. In the wake
of the aforementioned developments such as the GDPR and the
general increased awareness around processing and storing data,
the recommender systems community recently focuses strongly on
topics such as transparency and explainability.

Explaining recommendations can serve different purposes [12].
Early efforts focus on explaining how the system works (i.e., trans-
parency), e.g., by exposing structured representations of user pro-
files [6]. More recent efforts tend to also focus on increasing the
effectiveness of recommender systems, and on helping users in tak-
ing decisions, e.g., through showing a user why an item matches
their profile [9, 11]. Furthermore, explaining recommendations can
enable or improve the scrutability of a recommender system, i.e., by
allowing users to tell that the system is wrong. Overall it has been
found that explanations of recommender system decisions may in-
crease trust, by increasing a user’s confidence in the system [1, 12].

2.1 Content-based recommender systems
Before we detail our planned approach of user profile explanations,
we first describe the (slightly simplified) basic methodology of
content-based recommender systems.

First, we model the task of generating a recommendation as
scoring an item i’s relevance for a user profile u. A recommender
system thus takes as input a user profile (u), and a set of (candidate)
items (i ∈ I ). Items are represented as (high-dimensional) feature
vectors, i.e., i = [f1, f2, f3, . . . , fn]where f corresponds to a feature
that represents an aspect or property of an item, e.g., descriptive
metadata such as authors, sections (e.g., in a one-hot-encoded rep-
resentation), or content representations, such as topics, words, etc.
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Typically, user profiles u are constructed from aggregating feature
vectors that represent items a user has consumed [8], e.g., by taking
statistics from the aggregated features, such as means and standard
deviations. Then, a scoring function (F ) is learned to compute a
score given the user profile u and item i , i.e. S = F (u, i ).

3 EXPLAINING USER PROFILES
In our SMART Journalism project, we aim to construct user profiles
from aggregating features of consumed items, e.g., content repre-
sentations such as topics, word embeddings, and entities, but also
descriptive metadata such as authors, sections, or added tags [10],
i.e., they will be represented as high dimensional feature vectors and
used in a learning to rank (LTR)-based recommender system [3].
We posit that explaining the typically “black box” user profiles,
that serve as the recommender system’s input can be beneficial in
several aspects, which we further detail below.

3.1 Explaining Input, Not Output
Typical content-based recommender explanations are item-based,
and focus on explainingwhy a specific item has been recommended [2].
In essence, these methods inform the user of the item feature(s) that
contribute to a high matching score, and explain the recommender
system’s output (i.e., the item i that got the highest score S).

By exposing the user profile we can support users in better under-
standing part of the underlying mechanisms of our recommender
system: the profile corresponds to (half of) the recommender sys-
tem’s input, i.e., the user profile u (the other half being a candidate
item i). Item-based explanations on the other hand explain only a
small fraction of the system’s output, typically a subset of aspects
of a single item i .

With item-based explanations, a user is typically offered (a small
subset of) item features of a recommended item i , which leaves
them to infer aspects of its own unique user profile u (e.g., with
each recommended item, one or more aspects of u may be exposed).
Switching the focus to explaining the system’s input (i.e., user
profileu), enables a more complete picture, as the number of aspects
to expose is not restricted by the set of recommended items. It hence
allows to better explain the inner workings of the recommender
system, and thus more effectively increase transparency.

Since our user profiles will be high dimensional, exposing the
complete profile may be infeasible. Our main challenge is to de-
velop a method for effectively selecting which aspects to explain,
e.g., focusing on abnormalities [7] by measuring which features
of a profile deviate from the (global) average. More generally, our
goal is to summarize and visualize high dimensional data, to effec-
tively expose (aspects of) user profiles in such a way that users can
interpret them, and take action on them.

3.2 Scrutability
To increase the scrutability of the recommender system [12], we
may elicit user feedback on the user profiles, e.g., by providing
users the ability to correct their profiles when they disagree with
(parts of) it. In doing so, we enable scrutability of the system’s input
(the profile), whereas enabling scrutability of the system’s output
(a recommendation) is more commonly seen with content-based
recommender systems [13].

Such an “explicit” feedback signal can find multiple applications;
First, this feedback can be employed for directly adjusting user pro-
files, e.g., through discounting user profile aspects/features that a
user disagrees with, or vice versa, by adding aspects the systemmay
have not (yet) picked up from reading behavior. Second, this feed-
back may be employed for improving the recommender system’s
accuracy. In conjunction with implicit feedback (e.g., clicks and
skips)—typically used in learning to rank-based recommender sys-
tems [5]—a user’s explicit feedback can prove a valuable additional
signal for training or evaluation purposes.

3.3 Self-Actualization
Self-actualization concerns itself with supporting users in devel-
oping, exploring, and understanding their unique personal prefer-
ences [4]. User profiles may offer readers insights into their own
behavior, biases, interests, or expertise, and effectively exposing
a user profile can help users who actively seek to reduce biases
to do so. More generally, eliciting exploration may yield benefits
such as unleashing long tail articles, and more generally increasing
user engagement through broader and more diverse consumption
of content.

4 CONCLUSIONS
In summary, in this position paper we described how explaining
user profiles in content-based recommendation can serve to in-
crease transparency, scrutability, and enable self-actualization.
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